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(15%) 1. Assume that Xi,..., X, are independent and identically distributed (iid) uniform ran-

dom variables U(0, a), for any constant a > 0, and let X(y),..., X(») denote the order
statistics.
(a)(5%) Find the probability density distribution (pdf) of X, for 1 <k < n.

(b)(10%) Find the pdf of M = [X(1) + X(n)]/2.

(15%) 2. Assume that X; ~ Exp()\;) with pdf f(z) = hie™®, 2 >0, fori=1,...,n. If {X;}~,

are mutually independent and let Z = min(X,---, X,,), then
(a)(5%) show that Z ~ Exp(3 i, Ai).

(b)(10%) show that P(Z = X)) = A/ Do N, fork=1,--+ ,n.
o Xn = Exp(1). For any «z,
(a)(5%) show that P (W < 9:)

tion function (cdf) of the standard normal distribution.

(15%) 3. Assume that X;,.

i~
~

®(z), where ®(-) is the cumulative distribu-

(b)(10%) based on (a) to show that the Stirling’s formula (hint: to differentiate and

take z = 0):
n! ~v27n (E)n
e
(15%) 4. Let Xj,..., X, be random samples from a Pareto distribution with pdf

f(=]6,v) =

6?

i nd

ﬁflyyw)(m), >0, v>0.

(a)(5%) Find the maximum likelihood estimators (MLEs) of # and v.
(b)(10%) For hypothesis testing Hy : @ = 1, v unknown versus H; : 0 # 1, v unknown,

show that the likelihood ratio statistic is

X;

T

(z) e T where T =1n | —=>

n (min X;)™ |
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(20%) 5. Suppose that Xi,..., X, % N(6,6%), & > 0, and denote X = 13 X; and S* =

(20%)

i=1
K-
(a)(lO%) Show that for any number a the estimator aX + (1 — a)(cS) is an unbiased
estimator of 8, where ¢ = W ol
(b)(10%) Find the value of a such that the estimator aX + (1 —a)(cS) can achieve the

minimum mean squared error (MSE).

6. Let X;,..., X, be independent with pdfs

efT . z>if
fx.(z0) = {

0 , otherwise

(a)(5%) Prove that T' = m}n(Xf /1) is a sufficient statistic for 6.

(b)(5%) Prove that Y = (T' — 6) is a pivotal quantity.

(c)(10%) Based on T, find the shortest (1 — ) confidence interval for § of the form
[T+ a, T+ Y.




