Bl oo B K2 107 £ 5 843 4 £ R4
RATR © BB RGP FHE  EE Ry

AN WY

%2 6 %/ 8 % /R

1. Let X; and X5 be two independent random variables, each having an exponential dis-
tribution with parameter A, i.e. the probability density function (pdf) is
Flan ) = Ae™ 2 > 0,0 = 1,2
(a) (10 points) Let Z = <L, find the pdf of Z,

Xi+Xo?

(b) (10 points) Let Z = min(X;, X5), find the variance of Z

2. (10 points) Suppose the joint moment generating function (mgf), M (t1,t2), exists for
the continuous random variables X; and X,. Show that X; and X, are independent if
and only if

M(fl, tg) = M(tl ) O)‘M(O, tQ),
that is, the joint mgf is identically equal to the product the marginal mgfs.

3. The Central Limit Theorem.

(a) (10 points) State and prove the Central Limit Theorem (CLT)
(b) (10 points) Use the CLT to show that

: —tyn—1 .
e e

Please verify your answer clearly.

4. Let Xy,..., X, be independent identical distribution (i.i.d) from U(0,6),6 > 0.
(a) (7 points) Show that e x ([], X;)'/™ converges to 8 in probability.
(b) (4 points) Find the maximum likelihood estimator (MLE) of 6.
(c) (4 points) Find the sufficient statistic of 6.

5. Let Xy,..., X, beiid from Poisson(\), i.e. the probability mass function is

—A\z
PLX =)= i Bl
!
(a) (10 points) Find the uniformly minimum variance unbiased estimator (U.M.V.U.E)

of e~

(b) (10 points) Let n = 1, find the UM.V.U.E of e~ and show that the UM.V.U.E
does not attain the Cramer-Rao Lower Bound.

6. (15 points) Let Xi,...,X, and ¥3,...,Y, be independent random samples from the
normal distributions N (i, 0%) and N (ug, 02), respectively. Suppose that ¢? is unknown.
Derive the size o likelihood ratio test for testing Hy : p1 = po against Hy : uy # po.



