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(10%) 1. Let(XY) be atwo-dimensional random variable. Show that
(1) E[Y] = E[E[Y]X]].
(2) var[Y] = E[var[Y|X]] + var[E[YIX]].

(18%) 2. Let Xy,---,X, be a random sample from the density f(;;8), and let S, =
$1(Xy, -, X))+, Sk = sk (Xq,++, X,) be a set of jointly sufficient statistics. Let
the statistic T = t(Xy,---,X,) be an unbiased estimator at 7(8). Define T’ by
T' = E[T|S,,-*-,Sk]- Show that

(1) T' is a statistic, and it is a function of the sufficient statistics S;,-,S,. Write
T' =t/(84,,5).

(2) Eg[T’] = ©(6); thatis, T' is an unbiased estimator of 7(6).

(3) varg[T'] < varg[T] for every 6, and varg[T'] < varg[T] for some 6 unless T
is equal to T' with probability 1.

(18%) 3. Suppose that the joint probability density function of (X, V) is given by
feyxy) =1 —a(l - 2x)(1 = 2y)}lo,1) (X0, 1) (V).
where the parameter a satisfies —1 < a < 1.
(1) Prove or disprove X and Y are independent if and only if X and Y are
uncorrelated.
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(2) If (X Y) has the joint density given above, pick a to maximize the expected area
of the isosceles triangle indicated in the sketch.
(3) What is the probability that the triangle falls within the unit square with corners at
(0,0), (1,0), (1,1), and (0,1)?

(24%) 4. Let Xy,---,X, be arandom sample from
f{x:9) = e”("'e)l(g,w)(x), for —o0 < 8 < 00,
(1) Find a sufficient statistic.
(2) Find a maximum-likelihood estimator of 6.
(3) Find a method-of-moments estimator of 4.
(4) Using the prior density g(6) = e_gl(o,m)(e), find the posterior Bayes estimator
of 4.




3P E RS 109 25 EAE 548 £ A AR

# B A RE R S
LhAran  BME RS HE

(30%) 5. Let Xy,--,X, bearandom sample from f(x;8) = Be %] w)(x). Let B, and
6, be known fixed numbers, and we assume that 6; > 65> 0.

(1) Find the most powerful size-a test of Hy:8 = 6, versus Hq:6 = 6,.

(2) Show that {f(x; 8): @ > 0} has a monotone likelihood-ratio (MLR).

(3) Is there a uniformly most powerful size-a test of Hy:0 < 6, versus Hq:6 > 6,7
If so, what is it ?

(4) Find a generalized likelihood-ratio test of size a for testing H: 6 = 6, versus
H,:0 # 6,. And find the acceptance region A(6,).

(5) Inverting the acceptance region in (4) to find a 1 — a confidence interval for 6.




