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1. (15%) Let X; and X, be two independent Geometric random variables, each
having a Geometric distribution with parameter P;, i.e. the probability density function is
fFX, P) =P —-P)* 1 | X, =1.2,-00; i =1,2
(a) (5%) Show that the Geometric distribution has the memoryless property.
(b) (10%) Let Z = min( X;, X;), find the probability density function (pdf) of Z.

2. (20%) Please verify your answer clearly.

nk

(a) (10%) Use the Central Limit Theorem to find the limit as »n approaches infinity of 2e™ ¥}, =

(b) (10%) Let X4, -+, X,, be independent and identically distributed random variables (i.i.d) from

Uniform(0,6),6 > 0.Let 8 = -n;—lmax(Xi, «++, Xp). Find the limiting distribution of n(8 — 6).

3. (25%) Suppose that X,,---,X,, arei.i.d Bernoulli(p).

(a) (10%) Show that the variance of the maximum likelihood estimator of p attains the Cramer-Rao Lower
Bound.

(b) (15%) For n = 4, Show that the product X;X,X5X, is an unbiased estimator of p*, and use this fact to
find the UM.V.U.E of p*. (Hint: use Rao-Blackwell Lehmann-Scheffe Theorem)

4. (15%) Let X;,---, X, be i.i.d random variables from a Normal distribution with an unknown mean u and
a known variance 2. The hypotheses to be tested are
Hy:pp = pgy versus Hytp = py
where pgand p, are given constants, and py < u,. We consider the test:
Reject H, if X > c, where c is a constant.
Determine values of ¢ and the sample size n so the test satisfies the type 1 error probability is a and
type II error probability is f. Please verify your answer clearly.
(Note that we used the notation z, to denote the point having probability a to the right of it fora
standard normal pdf.)

5.(25%) Let X, ,X,, and Yy,:--, Y, be independent random samples from two normal distributions
N(uy, %) and N(py,0?), respectively, where a? is the common but unknown variance.
(a) (10%) Find the maximum likelihood estimator of log (¢%)
(b) (15%) Derive the likelihood ratio test of size a for testing Hy:p; = p, against Hy @y # Uy




